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Abstract—This paper deals with spectrum sensing for cognitive
radio scenarios where the decision fusion center (DFC) exploits
array processing. More specifically, we explore the impact of
user cooperation and orthogonal transmissions among secondary
users (SUs) on the reporting channel. To this aim four pro-
tocols are considered: (i) non-orthogonal and non-cooperative;
(ii) orthogonal and non-cooperative; (iii) non-orthogonal and
cooperative; (iv) orthogonal and cooperative. The DFC employs
maximum ratio combining (MRC) rule and performance are
evaluated in terms of complementary receiver operating charac-
teristic (CROC). Analytical results, coupled with Monte Carlo
simulations, are presented.

Index Terms—Cognitive radio, cooperative communications,
decision fusion, MIMO systems, spectrum sensing.

I. INTRODUCTION

COGNITIVE radio is an emerging paradigm for wireless
communications aiming at an efficient utilization of the

spectrum [1], [2]. A cognitive radio is an intelligent system
for wireless communications capable to adapt to the dynamic
environment for high reliability. A crucial point is the utiliza-
tion of the so-called spectrum holes or white spaces, i.e. those
frequency bands assigned to a primary user (PU) and that at
particular time periods are not used by that PU.

To this aim, large efforts in the recent literature have
been devoted to spectrum sensing [3]–[5], i.e. developing
techniques for detecting spectrum holes in order to allow
opportunistic utilization by unlicensed secondary users (SUs)
without affecting the PU. Energy detection [6], [7] is one of
the most popular techniques for local detection of the PU
by the single SU, due to its simplicity. Alternative detection
techniques rely on ciclostationarity of communication signals
[8]. Furthermore, collaborative spectrum sensing [9] represents
the main framework in order to mitigate (through spatial
diversity) the detrimental effects due to fading, shadowing,
out-of-range, etc., that the SUs may experience.

Centralized collaborative spectrum sensing [10]–[12] is one
possible architecture in which a fusion center collects the
individual measurements or decisions by each SU through
a reporting channel and combines them to determine the
presence/absence of the PU. Decentralized alternatives have
also been proposed [13]. Data fusion at the fusion center may
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be employed through soft combining [14] or hard combining
[15]. In the latter case, SUs make local decisions and send
a binary information to the decision fusion center (DFC). It
is worth mentioning that different approaches for spectrum
sensing, exploiting results from game theory, have been also
considered in the recent literature [16].

Spatial diversity through multiple antennas at both transmit
and receive locations, employing a multiple-input multiple-
output (MIMO) system, is a common technique for commu-
nications in wireless environments usually affected by multi-
path fading [17]. User cooperation [18] has been introduced
as a technique providing spatial diversity through building
virtual antenna arrays even in the case of single-antenna
users. Various cooperative protocols have been studied in
the literature, such as amplify-and-forward and decode-and-
forward [19], [20], coded cooperation [21], [22], signal and
code superposition [23]–[26].

It is worth noticing that in the cognitive-radio literature the
terms “collaborative” and “cooperative” are used interchange-
ably. Differently, in this work we use the former for the usual
distributed detection framework in cognitive-radio scenarios,
while the latter for the multi-access technique developed in
multiuser-communication scenarios. Integration of cooperation
algorithms into collaborative spectrum sensing was also dis-
cussed in [27] where the focus was to increase the agility,
i.e. the detection time, of the cognitive network. However,
amplify-and-forward was considered while our paper assumes
decode-and-forward.

Distributed detection was typically investigated in wireless
sensor networks [28] where the common architecture is a
parallel access channel (PAC), i.e. the sensors are assigned
orthogonal channels for transmission. Recently, the advantage
of multiple antennas to be used over a multiple access channel
(MAC) in distributed detection problems has been faced in
[29] where asymptotic techniques are considered to derive
error exponents, in [30] where decode-and-fuse vs. decode-
then-fuse approaches are compared, and in [31] where energy
detection properties were investigated.

Starting from the results in [30] as a general framework for
distributed decision fusion, and referring to a centralized archi-
tecture for collaborative spectrum sensing, we analyze the im-
pact of user cooperation on system performance. More specif-
ically, we present four different protocols for collaborative
spectrum sensing that combine orthogonal/non-orthogonal (i.e.
interfering/non-interfering) and cooperative/non-cooperative
transmissions at transmit locations and employ MIMO deci-
sion fusion at receive location. The first two protocols refer
to the standard centralized fusion model for collaborative
spectrum sensing in which each SU transmits its local decision
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to the DFC: (i) in the first case, we consider interfering
reporting channels, i.e. an equivalent MAC from the SUs to
the DFC; (ii) in the second case, we consider non-interfering
reporting channels, i.e. an equivalent PAC from the SUs to
the DFC. The other two protocols are obtained through the
modification of the first two by means of user cooperation
between the SUs, thus giving rise to: (iii) a cooperative
MAC (CMAC) and (iv) a cooperative PAC (CPAC) from
the SUs to the DFC, respectively. The protocols, denoted in
the following via the equivalent reporting channel acronym,
are compared in terms of complementary receiving operating
characteristic (CROC) taking into account also their different
spectral efficiency. CROCs are evaluated both through Monte
Carlo simulations and theoretical results.

It is worth mentioning that, similarly to our approach, the
work in [32] also focuses on the reporting channel in a
spectrum-sensing context and exploits results from decision
fusion, though the system is collaborative and not cooperative.
Also, the work in [33] design power allocation strategies in a
scenario with one single pair of SU transmitter and receiver
that cooperate to improve detection of PU activity. In our
work, the cooperative frame among the SUs is built along the
same lines of the protocols described in [34], though other
cooperative protocols may be considered.

The outline of the paper is the following: in Sec. II we
present the system model under investigation underlining the
differences of the four considered protocols; we derive the
statistics for the decision fusion at the receiver in Sec. III
and also describe a theoretical framework for performance
analysis; Sec. IV highlights and compares the performance
of the proposed protocols; Sec. V gives some concluding
remarks; all proofs are found in the Appendix.

Notation – Lower-case bold letters denote vectors, with
an denoting the nth element of a; upper-case bold letters
denote matrices, with An,m denoting the (n,m)th element
of A; IN denotes the N × N identity matrix; ON denotes
the N × N null matrix; i(n)N denotes the nth column of IN ;
0N and 1N denote the N -length vectors whose elements
are 0 and 1, respectively; diag(a) denotes a diagonal matrix
with a on the main diagonal; diag(A1, . . . ,AN ) denotes a
block diagonal matrix with matrix An denoting the (n, n)th
block; E{·}, (·)∗, (·)t and (·)† denote expectation, conjugate,
transpose and conjugate transpose operators; ⊗ denotes the
Kronecker matrix product; det(A) is the determinant of A;
j is the imaginary unit; A2 denotes the Cartesian square of
the set A; ∼ NC(µ,Σ) means “distributed according to a
circular symmetric complex normal distribution with mean µ
and covariance Σ”.

II. SYSTEM MODEL

We consider a system with K (unauthorized) SUs that want
to transmit in a licensed band provided that the (authorized)
PU is silent. The event that the PU is silent or active is denoted
H0 or H1, and the corresponding a-priori probabilities are
denoted p0 and p1 = 1− p0, respectively. A DFC provides a
reliable decision about the activity of the PU on the basis of the
decisions taken locally (and transmitted to the DFC itself) by
the SUs. We assume that the local sensing and decision process
is fully described by the local probability of detection (pd)
and the local probability of false alarm (pf ), both assumed to

Fig. 1. Cooperative spectrum sensing through MIMO decision fusion.

be stationary, identical, and conditionally independent for the
group of K SUs. Each SU is equipped with one single transmit
antenna, while the DFC is equipped with N receive antennas.
The scenario is illustrated in Fig. 1 where the communication
process on the reporting channel may be viewed as a K ×N
MIMO system.

We assume half-duplex transmissions, in which users ter-
minals cannot transmit and receive simultaneously. We also
consider the possibility that the K SUs cooperate in order
to increase spatial diversity on the reporting channel. We
consider a block-fading channel, in which symbols related
to the transmission of one single local decision by each SU
undergo one single channel realization between a given pair
of transmit/receive antennas.

We denote x = (x1, x2, . . . , xK)t, where xk ∈ {−1,+1}
is the BPSK symbol transmitted by the kth SU and represents
its local decision on the PU being silent/active, respectively.
Also, we denote hk = (H1,k, . . . , HN,k)

t ∼ NC (0N , IN )
where Hn,k is the channel coefficient between the kth SU
and the nth receive antenna of the DFC, and assume that
{h1,h2, . . . ,hK} are statistically independent. More specif-
ically, each considered protocol involves a different total
number of transmission phases (L) in the generic com-
munication frame. The communication frame for the gen-
eral case of K SUs is shown in Fig. 2. The generic �th
phase provides an N−length vector of received signals at
the DFC, denoted y[�] = (y1[�], . . . , yN [�])

t where yn[�]
is the signal received by the nth receive antenna. Analo-
gous notation is used for the noise contribution w[�] =
(w1[�], . . . , wN [�])

t ∼ NC

(
0N , σ2

wIN
)
. The discrete-time

signal model (after matched filtering and sampling) for the
received signal at the DFC is

y = αHeqx+w , (1)

where y = (y[1]t, . . . ,y[L]t)
t collects the signals at the

various receive antennas, w = (w[1]t, . . . ,w[L]t)
t denotes

the corresponding noise contribution, while α, Heq , and σ2
w

denote the scaling factor, the equivalent channel matrix, and
the equivalent noise variance, respectively, and are expressed
explicitly in the following subsections, depending on the
considered protocol. The size of the model in Eq. (1), i.e. the
length of the vector of received signals (y), is then M = LN .

Two criteria are considered here to determine the scaling
factor (α): (i) enforcing unitary average transmitted power
per single user, in this case the “power” scaling factor will
be denoted αp; (ii) enforcing unitary transmitted energy per
single user, in this case the “energy” scaling factor will be
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Fig. 2. Structure of the communication frame for each protocol. White blocks represent inactive slots, grey blocks represent active slots (light grey for
transmitting and dark grey for receiving).

denoted αe. The first criterion is commonly used in the context
of wireless communications [20] or in general when the lim-
itation of power emission, e.g. due to regulatory restrictions,
is a crucial issue. The second criterion is commonly used in
the context of wireless sensor networks [35] or in general
when the battery consumption is more critical than other
aspects. More specifically, we denote P and E the transmitted
power and energy per user in the generic communication
frame, respectively, and also Tf and T the time duration
for the generic communication frame and the single phase,
respectively. Furthermore, we denote q the number of phases
in which the generic SU is transmitting (either his own
information or some other partner information) in the generic
communication frame (q ≤ L). It is apparent that

Tf = LT , E = qα2 , P =
E
Tf

=
qα2

LT
. (2)

It is worth noticing that the four considered protocols
require each a different overhead for their implementation,
thus exhibit different spectral efficiencies. One possibility to
compare them would be to evaluate the achievable throughput
for each of them, along the same lines of [36], [37]. Alterna-
tively, we prefer to limit the analysis at the physical layer and
take into account the impact of the overhead through scaling
the noise power accordingly, as in [34]. The equivalent noise
variance is defined as σ2

w = No/η where No is the effective
variance of the additive Gaussian noise and η = K/L bits-per-

channel-use (bpcu) is the spectral efficiency of the considered
protocol. Such a normalization, see also Section II-E, allows
fairer performance comparison, taking into account the differ-
ent spectral efficiency of the different protocols.

Throughout the paper we will consider that cooperation
is employed through decode-and-forward assuming perfect
communications between the SUs which is a realistic situation
since cooperation usually takes place between terminals that
are separated by a reliable channel [34]. Finally, we assume
perfect frame and phase synchronization between the SUs and
perfect channel state information at the DFC, as in [34].

A. MAC protocol

The protocol involves L = 1 phase and each SU transmits
during q = 1 phase, thus the vector of received signals is
y = y[1], the size of the model is M = N , and the spectral
efficiency of the protocol is η = K (bpcu). The power and
energy scaling factors, and the equivalent noise variance are

αp =
√
T , αe = 1 , σ2

w =
1

K
No , (3)

while the equivalent channel matrix is

Heq =
(
h1 h2 · · · hK

)
. (4)

The structure of the communication frame is shown in the
upper-left quadrant of Fig. 2. Both SUs transmit simultane-
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ously and do not act as a relay for each other: the protocol is
non-orthogonal and non-cooperative.

B. PAC protocol

The protocol involves L = K phases and each SU transmits
during q = 1 phase, thus the vector of received signals is
y = (y[1]t, . . . ,y[K]t)

t, the size of the model is M = KN ,
and the spectral efficiency of the protocol is η = 1 (bpcu).
The power and energy scaling factors, and the equivalent noise
variance are

αp =
√
KT , αe = 1 , σ2

w = No , (5)

while the equivalent channel matrix is

Heq =

⎛
⎜⎜⎜⎝

h1 0N · · · 0N

0N h2 · · · 0N

...
...

. . .
...

0N 0N · · · hK

⎞
⎟⎟⎟⎠ . (6)

The structure of the communication frame is shown in the
lower-left quadrant of Fig. 2. Each SU is silent when the other
is transmitting and does not act as a relay for the other: the
protocol is orthogonal and non-cooperative.

C. CMAC protocol

The protocol involves L = 2K − 1 phases and each SU
transmits during q = K phases, thus the vector of received
signals is y = (y[1]t, . . . ,y[2K − 1]t)

t, the size of the model
is M = (2K−1)N , and the spectral efficiency of the protocol
is η = K/(2K − 1) (bpcu). The power and energy scaling
factors, and the equivalent noise variance are

αp =

√
2K − 1

K
T , αe =

√
1

K
, σ2

w =
2K − 1

K
No ,

(7)

while the equivalent channel matrix is

Heq =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h1 0N · · · 0N

0N h2 · · · 0N

...
...

. . .
...

0N 0N · · · hK

h2 h3 · · · h1

h3 h4 · · · h2

...
...

. . .
...

hK h1 · · · hK−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (8)

The structure of the communication frame is shown in the
upper-right quadrant of Fig. 2. Each SU is silent when the
other is transmitting its own source information and both act
as a relay for each other employing interfering transmissions:
the protocol is non-orthogonal and cooperative.

D. CPAC protocol

The protocol involves L = K2 phases and each SU
transmits during q = K phases, thus the vector of received
signals is y =

(
y[1]t, . . . ,y[K2]t

)t
, the size of the model

is M = K2N , and the spectral efficiency of the protocol is

η = 1/K (bpcu). The power and energy scaling factors, and
the equivalent noise variance are

αp =
√
KT , αe =

√
1

K
, σ2

w = KNo , (9)

while the equivalent channel matrix is

Heq =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h1 0N · · · 0N

0N h2 · · · 0N

...
...

. . .
...

0N 0N · · · hK

h2 0N · · · 0N

0N h3 · · · 0N

...
...

. . .
...

0N 0N · · · h1

...
...

. . .
...

hK 0N · · · 0N

0N h1 · · · 0N

...
...

. . .
...

0N 0N · · · hK−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (10)

The structure of the communication frame is shown in the
lower-right quadrant of Fig. 2. Each SU is silent both when
the other is transmitting its own source information and when
acting as a relay: the protocol is orthogonal and cooperative.

E. Signal-to-noise ratio (SNR) on the reporting channel

When comparing the performance of the four protocols in
various system configurations, we will refer to two different
definitions for the signal-to-noise ratio (SNR). In the case of
power constraint, the SNR is defined as the ratio between the
total power transmitted in a frame (KP) and the effective
noise power (No/T ), then SNRp = KT/No in agreement
with [19], [20]. In the case of energy constraint, the SNR
is defined as the ratio between the total energy transmitted
in a frame (KE) and the effective noise variance (No), then
SNRe = K/No in agreement with [35].

Also, it is worth highlighting that the results for a given
SNR have been simulated through an equivalent SNR in
order to compensate for the different spectral efficiency of
each protocol. The equivalent SNR is defined replacing the
effective noise variance with the equivalent noise variance in
the corresponding expression, thus SNReq = η · SNR.

III. DECISION FUSION AND PERFORMANCE ANALYSIS

The log-likelihood ratio of the received signal under the two
hypotheses is the optimum statistic, however various approx-
imations may be considered as valid alternatives. We assume
that maximum ratio combining (MRC) fusion rule is employed
at the DFC. MRC rule considers the simplifying assumption
that local decision are perfect, i.e. x ∈ {−1K ,+1K}, and is
based on the following test

Λ = � (1t
KH†

eqy
) Ĥ=H1

≷
Ĥ=H0

γ , (11)

where Ĥ denotes the estimated hypothesis and γ is a threshold.
It is worth noticing that the assumption of perfect local
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decisions is used only for system design purposes, and does
not mean that the system is working under such ideal con-
ditions, thus the rule is suboptimal. MRC rule is appealing
due to numerical stability, low computational complexity, and
optimum performance at low SNR [30]. Also, MRC rule
provides closed-form expressions for performance analysis
[38] which easily allows system design. A comparison among
different suboptimal fusion rules in the general context of
binary decision fusion is found in [30].

The performance of the system are evaluated in terms of
probability of false alarm (qf ) and probability of detection
(qd) or probability of missed detection (qm = 1− qd), defined
as follows

qf = Pr (Λ > γ|H0) , qd = Pr (Λ > γ|H1) , (12)

The threshold (γ) is typically chosen according to Bayes or
Neyman-Pearson criteria [39], i.e. minimizing the probability
of error (pe = p0qf + p1qm) or keeping a fixed probability of
false alarm (qf ), respectively.

Analogously to the procedure in [35], [38], we compute qf
through the following integral

qf =
1

2πj

∫ c+j∞

c−j∞

1

s
Φ−Λ(s|H0) exp(−γs)ds , (13)

where c is a positive constant in the region of convergence
of the integral and Φ−Λ(s|H0) is the moment generating
function (MGF) of Λ|H0, i.e. the Laplace transform of the
probability density function of −Λ|H0. Replacing Φ−Λ(s|H0)
with Φ−Λ(s|H1), i.e. the MGF of Λ|H1, within the integral
in Eq. (13) provides qd. If closed-form expressions for both
MGFs are available, the integrals are easily computed numeri-
cally through the Gauss-Chebyshev quadrature rules [40], [41].

The MGFs of Λ|H0 for the MAC and PAC protocols, for
arbitrary number of SUs, are shown in Eqs. (14) and (15),
respectively, at the top of the next page. Also, at the top of
the next page, Eqs. (16) and (17) represent the MGFs of Λ|H0

for the CMAC protocol, in the case with K = 2 and K = 3
SUs, respectively. Finally, the MGF of Λ|H0 for the CPAC
protocol, for arbitrary number of SUs, is shown in Eq. (18)
at the top of the next page. The MGFs of Λ|H1 are obtained
replacing pf with pd in the corresponding expressions. The
derivation is shown in the Appendix.

IV. NUMERICAL RESULTS

In this section we compare the performance of the four
considered protocols through the CROC obtained both via
analytical results from Sec. III as well as from Monte Carlo
simulations. More specifically, we assume that the local perfor-
mances of the sensing protocol at SU location are pf = 0.05
and pd = 0.5. We have considered scenarios in which the
number of SUs is K ∈ {2, 3}, the number of receive
antennas at the DFC is N ∈ {1, 2, 4} and the SNR
∈ {−5, 0, 5, 10} dB, in both cases with unitary power and
energy constraints. However, due to space limitations, only a
subset of the results are shown. Quasi-static scenarios have
been simulated with channel coefficients generated according
to a Rayleigh fading model with unitary mean power. Per-
formance for Monte Carlo simulations were averaged over
105 realizations for each considered value of the threshold.

Performance for analytical results through Gauss-Chebyshev
quadrature rules used 500 nodes for each considered value of
the threshold [40].

The benchmark for performance evaluation is the (lower)
observation bound [30], i.e. the performance achieved by the
optimum test in the ideal case that the reporting channel is
perfect,

qf =

K∑
ν=g

(
K

ν

)
pνf (1− pf )

K−ν , (19)

qm =

g−1∑
ν=0

(
K

ν

)
pνd(1− pd)

K−ν , (20)

where g is a discrete threshold. Analytical and simulation re-
sults will show how cooperative protocols bend CROC curves
toward the observation bound much more than corresponding
CROC curves of non-cooperative protocols.

Fig. 3 compares the performance of the four protocols
showing the CROC in the case of N = 2 receive antennas
at the DFC for SNR ∈ {0, 10} dB. Numerical simulations
(shown with different markers for each protocol: × for MAC,
+ for PAC, ♦ for CMAC and � for CPAC) confirm the
correctness of the analytical results (shown with solid and
dashed lines for SNR= 0 dB and SNR= 10 dB, respectively:
red for MAC, blue for PAC, magenta for CMAC and cyan for
CPAC). Obviously, all protocols, for both power and energy
constraint, benefit from an increase of the SNR, however the
effect is more pronounced in the case of cooperative protocols.
Also, it is apparent how, in the case of power constraint, user
cooperation improves the performance in terms of CROC in
a wide range of SNR values, while in the case of energy
constraint user cooperation is beneficial only for larger SNR
values, while at low SNR values introduces performance
degradation. As an example, from Fig. 3(a), at the operation
point (qf , qm) ≈ (0.1, 0.4) the curves “MAC - SNR=0 dB”
and “PAC - SNR=0 dB” intersect with “CMAC - SNR=10 dB”
and “CPAC - SNR=10 dB”, i.e. user cooperation provides an
SNR gain of 10 dB.

Fig. 4 compares the performance of the two protocols
showing the CROC in the case of SNR ∈ {0, 10} dB for
the N ∈ {1, 4}. Again, numerical simulations (shown with
different markers for each protocol: × for MAC, + for PAC,
♦ for CMAC and � for CPAC) and analytical results (shown
with solid and dashed lines for N = 1 receive antenna and
N = 4 receive antennas, respectively: red for MAC, blue for
PAC, magenta for CMAC and cyan for CPAC) exhibit a good
match. As an example, from Fig. 4(a), at the operation point
(qf , qm) ≈ (0.11, 0.33) (resp. (qf , qm) ≈ (0.21, 0.24)) the
curves “MAC - N = 4” and “CMAC - N = 1” (resp. “PAC -
N = 4” and “CPAC - N = 1” ) intersect, i.e. user cooperation
allows for reduction of the number of receive antennas at the
DFC from N = 4 to N = 1.

Fig. 5 shows three-dimensional CROCs, i.e. qm as a func-
tion of qf and SNR in the case of N = 2 receive antennas
at the DFC. Though a numerical comparison is difficult to be
done, it clearly shows how in the case of power constraint
cooperative protocols outperform the corresponding noncoop-
erative protocols over all the considered SNR range. In the
case of energy constraint, the SNR threshold above which user
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Φ−Λ(s|H0) =

K∑
ν=0

⎛
⎝ 1

1 + (K − 2ν)s+
(
ν2 −Kν − Kσ2

w

4

)
s2

⎞
⎠

N (
K

ν

)
(1 − pf)

K−νpνf , (14)

Φ−Λ(s|H0) =

⎛
⎝( 1

1 + s− σ2
w

4 s2

)N

(1− pf ) +

(
1

1− s− σ2
w

4 s2

)N

pf

⎞
⎠

K

, (15)

Φ−Λ(s|H0) =

(
1

1 + 4s+ (3− σ2
w)s

2 − 3
2σ

2
ws

3 + 3
16σ

4
ws

4

)N

(1 − pf )
2 +

(
1

1− σ2
ws

2 + 3
16σ

4
ws

4

)N

2pf(1− pf )

+

(
1

1− 4s+ (3− σ2
w)s

2 + 3
2σ

2
ws

3 + 3
16σ

4
ws

4

)N

p2f , (16)

Φ−Λ(s|H0) =

(
1

1 + 9s+ (15− 9
4σ

2
w)s

2 + (7 − 15
2 σ2

w)s
3 +

σ4
w

4 (154 σ2
w − 21)s4 + 21

16σ
4
ws

5 − 7
64σ

6
ws

6

)N

(1 − pf)
3

+

(
1

1 + 3s+ (1− 9
4σ

2
w)s

2 − (1 + 5
2σ

2
w)s

3 +
σ4
w

4 (154 σ2
w + 1)s4 + 7

16σ
4
ws

5 − 7
64σ

6
ws

6

)N
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+

(
1

1− 3s+ (1− 9
4σ

2
w)s

2 + (1 + 5
2σ

2
w)s

3 +
σ4
w
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3p2f(1− pf )

+

(
1

1− 9s+ (15− 9
4σ

2
w)s

2 − (7− 15
2 σ

2
w)s

3 +
σ4
w

4 (154 σ2
w − 21)s4 − 21

16σ
4
ws

5 − 7
64σ

6
ws

6

)N

p3f , (17)

Φ−Λ(s|H0) =

K∑
ν=0

(
1

1 + (K − 2ν)s− Kσ2
w

4 s2

)KN (
K

ν

)
(1− pf )

K−νpνf , (18)

cooperation becomes beneficial is practically found between
0 dB and 5 dB. The more critical behavior in the case of
energy constraint is motivated by the fact that cooperation
requires each SU spending energy for being both a source and
a relay, the last phase being an additional transmission phase
with respect to the non-cooperative case. If the energy budget
is very limited both the source-phase and the relay-phase
transmissions undergo extremely low SNR conditions thus
destroying the benefit of cooperation and making performance
even worse than the case without cooperation.

The main point of this paper is that user cooperation,
a technique recently developed and analyzed thoroughly in
the context of multiuser communications, is appealing also
in the context of spectrum sensing through MIMO decision
fusion. Once the desired operation point has been selected, the
beneficial effect of user cooperation is twofold as it allows on
one side to reduce the necessary SNR, on the other side to
reduce the number of received antennas at the DFC (and the
corresponding computational complexity). Also, from all the
considered figures, it is apparent that the beneficial effect of
orthogonal (non-interfering) transmissions is significant in the
case of non-cooperative protocols, while becomes negligible in
the case of cooperative protocols. Such claims are confirmed
both through simulations and analytical results.

Many issues are to be investigated such as: the overhead
coming from grouping SUs into cooperative groups, the im-

pact of errors on the cooperative channels, the extensions
to other cooperative protocols than decode-and-forward, the
impact of channel estimation errors at the DFC. It is worth
noticing that spectrum sensing is beneficial when the average
duration of the event “PU is silent” is much longer then
the time needed for sensing. User cooperation makes the
sensing process longer in time, then a negative effect is that
it reduces the scenarios in which it is applicable. An analysis
of the achievable throughput depending on the statistics of
the PU activity is out of the scope of this paper. A final
remark must be given with reference to the choice of the
architecture. It is worth noticing that cooperative protocols
may be easily implemented in a distributed manner without
the need of the fusion center and with each SUs implementing
locally its fusion rule. This interesting scenario opens different
challenges: the computational capabilities at SU location; the
possibility to employ multiple antennas at the SU location,
the presence of different final decisions in the system, etc.
However, centralized architectures could be still preferred
because the fusion center is an ideal candidate to resolve other
issues such as synchronization and coordination SUs.

V. CONCLUSION

Focusing on a cognitive radio framework, in this paper we
have considered spectrum sensing through MIMO decision
fusion. The aim was to assess the impact of user cooperation
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Fig. 3. CROC for the four protocols in the case of N = 2 receive antennas at the DFC: impact on the SNR. Lines (red for MAC, blue for PAC, magenta for
CMAC, and cyan for CPAC) and markers (× for MAC, + for PAC, ♦ for CMAC, and � for CPAC) refer to analytical and simulation results, respectively.

and orthogonal transmissions within this context. For that
reason four protocols have been considered and compared for
transmitting local decisions from the secondary users to the
decision fusion center, namely MAC, PAC, CMAC and CPAC.
The impact of user cooperation is apparent when comparing
the CROC (obtained through both Monte Carlo simulations
and theoretical results) of the protocols: CMAC (resp. CPAC)
improves MAC (resp. PAC) performance significantly. Also,
the impact of orthogonality is significant when user coopera-
tion is not considered (PAC improves MAC) while negligible
when user cooperation is adopted (CMAC performs similar to
CPAC). Therefore user cooperation must be considered as an
appealing technique to be employed on the reporting channel
in spectrum sensing contexts.
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APPENDIX

From the total probability theorem:

Φ−Λ(s|Hi) =
∑

x∈{−1,+1}K

Φ−Λ(s|x) Pr(x|Hi) . (21)

It is worth noticing that the right term in Eq. (21) would
require 2K summations, however, it will be clear in the follow-
ing that the needed summations are K +1 as the dependence
on x is through the number of sensors that transmit +1 defined
as follows

ν =
1

2

(
K +

K∑
k=1

xk

)
. (22)
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Fig. 4. CROC for the four protocols in the case of SNR= 10 dB: impact on N . Lines (red for MAC, blue for PAC, magenta for CMAC, and cyan for
CPAC) and markers (× for MAC, + for PAC, ♦ for CMAC, and � for CPAC) refer to analytical and simulation results, respectively.

Denoting the following vectors and matrices:

hn[�] = Ht
eqi

((�−1)N+n)
M , (23)

vn[�] =
(
yn[�],hn[�]

t1K

)t
, (24)

vn =
(
vn[1]

t, . . . ,vn[L]
t
)t

, (25)

F =

(
0 −1/2

−1/2 0

)
, (26)

R(x) = E
{
(vn|x)(vn|x)†

}
, (27)

Q(x) = R(x) · (IL ⊗ F ) , (28)

it is straightforward to show that

−Λ =

N∑
n=1

L∑
�=1

vn[�]
†Fvn[�] =

N∑
n=1

v†
n(IL ⊗ F )vn , (29)

being the sum of Hermitian quadratic forms of circularly
complex Gaussian vectors, and then [42]

Φ−Λ(s|x) =
(

1

det (I2L + sQ(x))

)N

, (30)

where we exploited the fact that {vn|x}Nn=1 are i.i.d. vectors.
In the following, we compute det (I2L + sQ(x)) for each

protocol in order to evaluate Eq. (30). We denote (·)N the
modulo operation over the set of integers {1, . . . , N} (i.e. the
modulo−N operator except from replacing 0 with N ). The
cyclic-permutation matrix of size N is denoted PN , i.e.

PN =

(
0t
N−1 1

IN−1 0N−1

)
. (31)

Also, we define the following matrices and scalars:

A =

(
K + σ2

w

∑K
k=1 xk∑K

k=1 xk K

)
, (32)

Ã = I2 + sAF , (33)

a = det(Ã) = 1 + (K − 2ν)s+

(
ν(ν −K)− K

4
σ2
w

)
s2

(34)
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Fig. 5. 3D-CROC for the four protocols in the case of K = 2 SUs and N = 2 receive antennas at the DFC.

Bk =

(
1 + σ2

w xk

xk 1

)
, (35)

B̃k = I2 + sBkF , (36)

bk = det(B̃k) = 1− xks−
(
σ2
w

4

)
s2 , (37)

Ck,i =

(
xkxi xk

xi 1

)
, (38)

Di =

( ∑K
k=1 xkx(k−i)K 2ν −K
2ν −K K

)
, (39)

Ek,i = sCk,iFB̃−1
i , (40)

Gk,m,i = sEk,mCm,iF , (41)

Mk,i =

K∑
m=1

G(m−k)K ,m,(m−i)M , (42)

U = diag (B1, . . . ,BK) , (43)

Ũ = diag
(
B̃1, . . . , B̃K

)
, (44)

u = det(Ũ ) =

K∏
k=1

bk , (45)

V =

⎛
⎜⎜⎜⎝

C1,K C1,K−1 · · · C1,2

C2,1 C2,K · · · C2,3

...
...

. . .
...

CK,K−1 CK,K−2 · · · CK,1

⎞
⎟⎟⎟⎠ , (46)

W =

⎛
⎜⎜⎜⎝

A D1 · · · DK−2

D1 A · · · DK−3

...
...

. . .
...

DK−2 DK−3 · · · A

⎞
⎟⎟⎟⎠ , (47)

W̃ =

⎛
⎜⎜⎜⎝

Ã sD1F · · · sDK−2F

sD1F Ã · · · sDK−3F
...

...
. . .

...
sDK−2F sDK−3F · · · Ã

⎞
⎟⎟⎟⎠ ,

(48)

M̃ =

⎛
⎜⎝

M1,1 · · · M1,K−1

...
. . .

...
MK−1,1 · · · MK−1,K−1

⎞
⎟⎠ , (49)
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Sk,i = diag
(
C1,(1+k−i)K ,C2,(2+k−i)K ,

. . . ,CK,(K+k−i)K

)
, k < i , (50)

Zk,i =

{
Sk,i ·

(
P i−k

K ⊗ I2
)

k < i(
P k−i

K ⊗ I2
)t · St

i,k k > i
. (51)

A. Derivation of the MGF for the MAC protocol

From the equivalent channel in Eq. (4) we obtain

R(x) = A , (52)

Q(x) = AF . (53)

from which we get

det (I2 + sQ(x)) = a . (54)

Replacing Eq. (54) into (30) and then using (21), we get (14).

B. Derivation of the MGF for the PAC protocol

From the equivalent channel in Eq. (6) we obtain

R(x) = diag (B1, . . . ,BK) , (55)

Q(x) = diag (B1F , . . . ,BKF ) . (56)

from which we get

det (I2K + sQ(x)) = u . (57)

Replacing Eq. (57) into (30) and then using (21), we get (15).

C. Derivation of the MGF for the CMAC protocol

From the equivalent channel in Eq. (8) we obtain

R(x) =

(
U V
V t W

)
, (58)

Q(x) =

(
U · (IK ⊗ F ) V · (IK−1 ⊗ F )
V t · (IK ⊗ F ) W · (IK−1 ⊗ F )

)
. (59)

from which we get

det (I4K−2 + sQ(x)) = u det
(
W̃ − M̃

)

= u det(W̃ ) det
(
I2K−2 − M̃W̃−1

)
.

(60)

where we have applied Sylvester’s determinant theorem.
More specifically, in the case with K = 2 SUs Eq. (60)

provides

det (I6 + sQ(x)) =1 + 4(1− ν)s+
(
3(ν − 1)2 − σ2

w

)
s2

+
3

2
(ν − 1)σ2

ws
3 +

3

16
σ4
ws

4 . (61)

Replacing Eq. (61) into (30) and then using (21), we get (16).
Differently, in the case with K = 3 SUs Eq. (60) provides

det (I10 + sQ(x)) = 1 + 3(3− 2ν)s+
(
7ν2 − 21ν + 15

−9

4
σ2
w

)
s2 +

(
5σ2

w − 3

2
(2ν − 3) +

5

2
(−1)ν

)
s3

+
σ2
w

4

(
15

4
σ2
w − 21− 11ν2 + 33ν

)
s4 − 7

16
σ4
w(2ν − 3)s5

− 7

64
σ6
ws

6 . (62)

Replacing Eq. (62) into (30) and then using (21), we get (17).

D. Derivation of the MGF for the CPAC protocol

From the equivalent channel in Eq. (10) we obtain

R(x) =

⎛
⎜⎜⎜⎝

U Z1,2 · · · Z1,K

Z2,1 U · · · Z2,K

...
...

. . .
...

ZK,1 ZK,2 · · · U

⎞
⎟⎟⎟⎠ , (63)

Q(x) =

⎛
⎜⎜⎜⎝

U · (IK ⊗ F ) · · · Z1,K · (IK ⊗ F )
Z2,1 · (IK ⊗ F ) · · · Z2,K · (IK ⊗ F )

...
. . .

...
ZK,1 · (IK ⊗ F ) · · · U · (IK ⊗ F )

⎞
⎟⎟⎟⎠ .

(64)

from which we get

det (I2K2 + sQ(x)) =

(
1−

(
K∑

k=1

xk

)
s− K

4
σ2
ws

2

)K

.

(65)

Replacing Eq. (65) into (30) and then using (21) we get (18).
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